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Word Embedding & Document Vectors
- Word2vec model
  - different from [Collobert & Weston, 2008]. [Pennington & Morris, 2019] word2vec is not deep!
  - embed billions of words / hour with a desktop computer
- learns complex word relationships:
  - vec(Boston) - vec(x) = vec(Massachusetts) - vec(Boston)
  - vec(Paris) - vec(Parisian) = vec(Prague) - vec(Praha)

Embedded Google News Corpus
- 3 million different words embedded
- trained on 100 billion words

How can we leverage this high quality word embedding to compute document distances?
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